Pattern Recognition - Full Course Notes

B. Tech (CSE - Cyber Security) - Semester VI
Course: Pattern Recognition (Course Code- 152616)

Unit-1.0 Introduction to Pattern Recognition (7 hrs.)

- Definition: The automated discovery of patterns and regularities in data. It involves
classifying data based on a priori knowledge or statistical information extracted from the
patterns.

« Applications:
- Image Processing: Object detection, facial recognition.
- Speech Recognition: Converting spoken language into text.
- Biometrics: Fingerprint, iris, and voice identification.
- Natural Language Processing (NLP): Text classification, sentiment analysis.
- Medical Diagnosis: Analyzing images (e.g., X-rays, MRIs) for disease patterns.
- Supervised vs. Unsupervised Learning:

- Supervised: Training data includes desired outputs (labels). Aims to learn a mapping
function from input to output. Examples: Classification, Regression.

- Unsupervised: Training data is unlabeled. Aims to infer the natural structure/patterns
within the data. Examples: Clustering, Dimensionality Reduction.

- Statistical vs. Structural Pattern Recognition:

- Statistical (Decision-Theoretic): Patterns are represented by a set of feature vectors,
and the classes are defined by probability distributions. Classification is based on a decision
function.

- Structural (Syntactic): Patterns are represented by a composition of sub-patterns
(primitives) and their relationships, often described by formal grammars.



- Pattern Recognition System Design: Key components include Data Acquisition,
Pre-processing, Feature Extraction, Feature Selection, Classifier Design, and
Evaluation.

- Overview of Feature Extraction and Selection:

- Extraction: Transforming raw data into a set of relevant and informative features (e.g.,
edges, histograms).

- Selection: Choosing a subset of the most relevant features to reduce dimensionality,
remove redundant data, and improve model performance.

Unit-2.0 Statistical Pattern Recognition (7 hrs.)

- Bayes Decision Theory: The optimal method for classification when the underlying
probability distributions are known. It minimizes the risk (or probability of error) by choosing
the class $C _i$ for a feature vector x that maximizes the posterior probability $P(C_ilx)$.

« Maximum Likelihood Estimation (MLE): A method for estimating the parameters of a
statistical model. It finds the parameter values that maximize the likelihood of the observed
data.

- Bayesian Classifier: A classifier that uses Bayes' theorem to determine the most probable
class. The Naive Bayes Classifier is a simpler version that assumes all features are
conditionally independent.

- Parametric and Non-Parametric Approaches:

- Parametric: Assumes that the underlying data distribution belongs to a known family of
probability distributions (e.g., Gaussian/Normal distribution), and the goal is to estimate the
parameters of that distribution.

- Non-Parametric: Makes no assumptions about the functional form of the underlying
distribution. Examples: K-Nearest Neighbors (KNN), Parzen window methods.

+ K-Nearest Neighbors (KNN): A non-parametric, instance-based learning algorithm.
Classification of a new data point is based on the majority vote of its K closest neighbors in
the feature space.



« Probabilistic Graphical Models: A framework that uses a graph-based representation to
express the conditional dependence structure between random variables. Examples: Bayesian
Networks, Markov Random Fields.

Unit-3.0 Feature Extraction and Dimensionality Reduction (7 hrs.)

- Feature Selection Techniques: Methods to select a subset of relevant features for building
robust learning models. Techniques: Filter (pre-processing step based on statistics),
Wrapper (uses a learning model to score subsets of features), Embedded (performs
selection during the training process, e.g., Lasso).

« Principal Component Analysis (PCA): An unsupervised, linear dimensionality reduction
technique. It finds the directions (principal components) that maximize the variance in the
data and projects the data onto a lower-dimensional subspace defined by these components.

« Linear Discriminant Analysis (LDA): A supervised dimensionality reduction and feature
extraction technique. It finds the directions (linear discriminants) that maximize the
separation between classes.

- Independent Component Analysis (ICA): A computational method for separating a
multivariate signal into additive subcomponents assuming the subcomponents are
non-Gaussian and mutually statistically independent. Application: "Blind Source
Separation” (e.g., separating voices in a recording).

- Singular Value Decomposition (SVD): A factorization of a matrix into three constituent
matrices. It's used in data compression, noise reduction, and solving linear least-squares
problems.

- Feature Engineering: The process of creating new features or transforming existing ones
from the raw data to improve the performance of machine learning models.

Unit-4.0 Machine Learning for Pattern Recognition (7 hrs.)

« Support Vector Machines (SVM): A supervised learning model that finds the optimal
hyperplane that maximizes the margin between the different classes in the feature space.
Uses the kernel trick to handle non-linearly separable data.

- Decision Trees: A tree-like structure where each internal node represents a test on a



feature, each branch represents an outcome of the test, and each leaf node represents a
class label.

- Random Forest: An ensemble learning method that constructs a multitude of decision
trees during training and outputs the mode of the classes (for classification) or mean
prediction (for regression) of the individual trees.

» Neural Networks (MLP, CNNs):

- Multi-Layer Perceptron (MLP): The fundamental type of feedforward neural network,
consisting of an input layer, one or more hidden layers, and an output layer.

- Convolutional Neural Networks (CNNs): Specialized neural networks primarily used for
image recognition and processing. They use a convolutional layer to automatically learn
spatial hierarchies of features.

- Deep Learning Approaches: A subset of machine learning using neural networks with
multiple hidden layers to model complex abstractions in data. Examples: CNNs, Recurrent
Neural Networks (RNNs).

« Autoencoders: An unsupervised neural network used for learning efficient data codings
(dimensionality reduction). It is trained to copy its input to its output; the internal hidden layer
is a bottleneck that learns the compressed representation.

- Performance Evaluation Metrics: Used to assess the quality of a pattern recognition
system:

- Precision: The proportion of positive identifications that were actually correct
($TP/(TP+FP)$).

- Recall (Sensitivity): The proportion of actual positives that were identified correctly
($TP/(TP+FN)$).

« F1-score: The harmonic mean of Precision and Recall ($2 \cdot (Precision \cdot
Recall)/(Precision + Recall)$).

- ROC Curve (Receiver Operating Characteristic): A plot illustrating the diagnostic ability
of a binary classifier system as its discrimination threshold is varied.



Unit-5.0 Clustering and Unsupervised Learning (7 hrs.)

+ K-Means Clustering: A partition-based clustering algorithm that divides $n$ data points
into $k$ clusters, where each data point belongs to the cluster with the nearest mean
(centroid).

« Hierarchical Clustering: An algorithm that builds a hierarchy of clusters.

- Agglomerative (Bottom-up): Starts with each data point as a single cluster and
successively merges pairs of clusters.

- Divisive (Top-down): Starts with all data points in one cluster and recursively splits the
most appropriate cluster.

- DBSCAN (Density-Based Spatial Clustering of Applications with Noise): A
density-based clustering algorithm that groups together points that are closely packed (high
density), marking as outliers points that lie alone in low-density regions.

« Gaussian Mixture Models (GMM): A probabilistic model that assumes all the data points
are generated from a mixture of a finite number of Gaussian distributions with unknown
parameters. Often solved using the Expectation-Maximization (EM) algorithm.

- Self-Organizing Maps (SOM): A type of unsupervised neural network that produces a
low-dimensional (typically two-dimensional) representation of the input space of the training
samples, called a feature map.

- Hidden Markov Models (HMM): A statistical Markov model in which the system being
modeled is assumed to be a Markov process with unobserved (hidden) states. Applications:
Speech recognition, time-series analysis.

« Applications of Clustering in Pattern Recognition: Image segmentation, customer
profiling, outlier detection, data compression.

Unit-6.0 Applications and Emerging Trends (7 hrs.)
- Pattern Recognition in Image Processing: Applications like image enhancement, feature
extraction from images, and scene understanding.

- Speech Recognition: Converting spoken words into text, including dealing with variations in
accent, speed, and background noise.



- Biometrics: Using biological features for identity verification (e.g., face, fingerprint, iris).
« Natural Language Processing (NLP):

- Object Detection and Recognition: Identifying and localizing objects within an image or
video, often using deep learning models like YOLO or R-CNN.

- Al-driven Pattern Recognition: The integration of advanced Al and deep learning
techniques to handle increasingly complex and large-scale pattern recognition problems.

- Ethical Considerations in Pattern Recognition: Discussing issues such as Bias (in training
data leading to unfair decisions), Privacy (data collection and use), Transparency
(explainability of the model's decision), and Security (vulnerability to adversarial attacks).

Short Questions and Answers
Unit-1.0

- Q: Differentiate between Supervised and Unsupervised Learning.

« A: Supervised uses labeled data for classification/regression, while Unsupervised uses
unlabeled data to find hidden patterns (e.g., clustering).

+ Q: What is the primary difference between Statistical and Structural Pattern
Recognition?

- A: Statistical PR uses feature vectors and probability distributions, whereas Structural PR
uses sub-patterns and formal grammars to describe a pattern.

Unit-2.0
+ Q: What is the goal of Bayes Decision Theory?

« A: To minimize the risk (or probability of error) by selecting the class that maximizes the
posterior probability $P(C _i[\mathbf{x})$.

+ Q: What is the core assumption of the Naive Bayes Classifier?



- A: It assumes that all features are conditionally independent of each other, given the class
label.

Unit-3.0
* Q: Briefly explain PCA.

- A: Principal Component Analysis is an unsupervised technique that finds directions
(Principal Components) of maximum variance to reduce dimensionality.

» Q: How does LDA differ from PCA?

« A: LDA is a supervised technique focused on maximizing class separation, while PCA is
unsupervised and focuses on maximizing data variance.

Unit-4.0
+ Q: How does SVM handle non-linearly separable data?

« A: It uses the Kernel Trick to implicitly map the input data into a higher-dimensional feature
space where a linear separation (hyperplane) can be found.

» Q: Define F1-score.

« A: The F1-score is the harmonic mean of Precision and Recall, used as a single metric to
balance both values.

Unit-5.0
+ Q: What is the key characteristic of DBSCAN?

« A: It is a density-based clustering algorithm that groups densely packed points and
identifies outliers as noise (points in low-density regions).

« Q: What is an HMM used for?

+ A: Hidden Markov Models are used to model systems with unobserved (hidden) states
over time, commonly applied in Speech Recognition and time-series analysis.

Unit-6.0



+ Q: Name two ethical concerns in Pattern Recognition.

« A: Bias in training data leading to unfair outcomes, and Privacy concerns regarding the
collection and use of personal data.

+ Q: What does NLP stand for in the context of Pattern Recognition applications?

- A: Natural Language Processing, which applies pattern recognition techniques to analyze,
und

Q/A Topic Key Answer Points

Qs. Support Vector Principle: Find the optimal Hyperplane that maximizes
Machines (SVM) the Margin between the closest training data points
(Support Vectors). Explain the Kernel Trick to handle
non-linear data by implicitly mapping it to a higher
dimension.

Q9. Performance Metrics | Define and give the formulas for: Precision
$\left(\frac{TPHTP+FP}\right)$, Recall
S\left(\frac{TPH{TP+FN}Xright)$, and F1-score (harmonic
mean of Precision and Recall). Explain the ROC Curve
(plot of True Positive Rate vs. False Positive Rate).

Q10. CNNs (Convolutional Briefly describe its main layers and purpose. Key layers:
Neural Networks) Convolutional Layer (learns local features/patterns),
Pooling Layer (reduces dimensionality), and Fully
Connected Layer (performs classification). Used
primarily for Image Recognition.

erstand, and generate human language.

Q/A Topic Key Answer Points




Q1. K-Means Explain the iterative process: 1) Initialize $K$ centroids. 2) Assign data points to
Clustering the nearest centroid. 3) Update centroids (to the mean of the assigned points).
4) Repeat until convergence. Mention that it is sensitive to initial centroid
placement.

Q12. DBSCAN Explain that it is a Density-Based clustering algorithm. Defines clusters as
contiguous regions of high density. Key terms: Core Point, Border Point, and
Noise Point (outlier). It can discover arbitrarily shaped clusters and does not
require pre-specifying the number of clusters ($K$).

Q13. Ethical Concerns Discuss the two most common issues: Bias (in training data, leading to unfair
decisions across different demographics) and Privacy (unauthorized data
collection and use for identification/profiling).

Q/A Topic Key Answer Points

Q1. Bayes Decision Theory Explain the principle: minimizing the risk (or probability of error). Use the

Bayes Formula: $P(C_i
Q2. Supervised vs. Supervised: Data has labels; goal is to map input to output
Unsupervised (Classification/Regression). Unsupervised: Data is unlabeled; goal is to
discover hidden structures (Clustering/Dimensionality Reduction).

Q3. Parametric vs. Parametric: Assumes the data follows a known distribution (e.g.,

Non-Parametric Gaussian) and aims to estimate its parameters (MLE). Non-Parametric:
Makes no assumptions about the distribution (e.g., K-Nearest Neighbors
or Parzen windows).

Q4. Components of PR List and briefly explain the 5 main stages in order: Sensing (Data

System

Acquisition), Pre-processing, Feature Extraction/Selection,
Classification (Classifier Design), and Post-processing (Evaluation).




